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Abstract: Crowded scene analysis is currently 
a hot and challenging topic in computer vision 
field. The ability to analyze motion patterns 
from videos is a difficult, but critical part of 
this problem. In this paper, we propose a novel 
approach for the analysis of motion patterns 
by clustering the tracklets using an unsuper-
vised hierarchical clustering algorithm, where 
the similarity between tracklets is measured by 
the Longest Common Subsequences. The 
tracklets are obtained by tracking dense points 
under three effective rules, therefore enabling 
it to capture the motion patterns in crowded 
scenes. The analysis of motion patterns is im-
plemented in a completely unsupervised way, 
and the tracklets are clustered automatically 
through hierarchical clustering algorithm 
based on a graphic model. To validate the per-
formance of our approach, we conducted ex-
perimental evaluations on two datasets. The 
results reveal the precise distributions of mo-
tion patterns in current crowded videos and 
demonstrate the effectiveness of our approach. 

Key words: crowded scene analysis; motion 
pattern; tracklet; automatic clustering 

I. INTRODUCTION 

Visually analyzing crowded scenes is recently 
attracting much more attention from research 
community of computer vision field. It has 
been an important research topic because of its 
valuable potential applications. As shown in 

Figure 1, a crowded scene may include hun-
dreds even thousands of objects, such as 
crowds, faunas, vehicles and so on. Crowded 
scenes arise commonly in our daily life, such 
as supermarkets, downtown streets, public 
celebrations, etc. Due to the large number of 
people and the complex situation, public safe-
ty in crowded places had been common con-
cerns. Many accidents occurred in the past 
with regard to mass evacuations, political pa-
rades, mobs, or natural disasters have caused 
huge losses. Capturing crowd dynamic is be-
coming increasingly important and meaningful 
to public security and emergency management. 

Conventional tracking methods that typi-
cally acquire static backgrounds or moving 
objects are limited to scenes with a few ob-
jects. However, with the increase in density 
and complexity of objects and scenes, clearly 
exploring the situations of crowded scenes 
becomes more and more challenging. Due to 
the complexity and diversity of the crowded 
scenarios, current techniques of visual sur-
veillance on the crowded level are still imma-
ture. In summary, there exist several main 
difficulties in the research about crowded 
scenes. First, the effective features from single 
object are very hard to extract because of its 
small size and low resolution. Second, a single 
object is difficult to track due to the severe 
occlusion and similar appearance in crowded 
scenes. Third, the mutual influences and re-
straints between objects and the surrounding 
environment make the problem diverse. To 
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 overcome these difficulties, researchers are 
exploring effective methods according to the 
specific properties of crowded scenes. 

Recently, many researchers take great in-
terest in the topic of crowd tracking, motion 
analysis, anomaly detection and scene under-
standing about crowded scenes. Zhao et al. [1] 
perform human tracking in crowded scenes by 
modeling the human shape and appearance as 
articulated ellipsoids and color histograms 
respectively. This approach is one of the algo-
rithms firstly applied in tracking in crowded 
scenes. Khan et al. [2] use Markov chain 
Monte Carlo based particle filter to handle the 
interactions between targets in a crowded 
scene. They propose a notion that the behav-
iors of objects are influenced by the neigh-
borhood of the objects. Hue et al. [3] detect 
interest points in each frame to describe the 
objects. Tracking is performed in all the ob-
jects by establishing correspondences among 
points between frames. Brostow et al. [4] de-
scribe an unsupervised Bayesian clustering 
method to detect individuals in a crowd, and 
the detection is obtained separately for each 
frame, ignoring the relationship between 
frames. Sugimura et al. [5] detect individual 
moving entities by assuming that the subjects 
move in distinct directions. The methods pro-
posed above require that the scenes where 
objects are not moving densely and the track-
ing results of objects are available. However, 
these traditional methods are in absence of 
ability in dealing with high density crowded 
scenes. 

To overcome the limitations of traditional 
methods, researchers are studying new meth-
ods according to specific properties of crowd 
scenes. Ali et al. [6] segment coherent crowd 
flows in video segmentation by using a mathe-
matical exacting framework based on Lagrange 
Particle Dynamics. Ali et al. [7-8] also track 
pedestrians in high density of crowd scenes by 
analyzing floor fields that describe how a pe-
destrian should move based on scene- wide 
constraints. This method is suitable for struc-
tured scenes, heavily depending on the physi-
cal properties of the scene. Rodriguez et al. [9] 
represent the local motion in different dire- 

ctions on each spatial location with a topical 
model. Saleemi et al. [10] propose to learn 
dense pixel to pixel transition distributions 
using tracking trajectories. It is used to detect 
abnormal events and the segment motion 
foreground from the background. The streak-
line representation and potential functions in 
fluid dynamics are discussed to illustrate the 
crowd movement by Mehran et al. [11]. This 
representation can quickly recognize temporal 
changes in a sequence, and make a balance 
between recognition of local spatial changes 
and filling spatial gaps in the flow. Wang et al. 
[12] propose an unsupervised learning frame-
work with hierarchical Bayesian models of 
model activities and interactions in crowded 
traffic scenes and train station scenes. In Ref. 
[13], a Random Field Topic model is proposed 
for semantic region analysis in crowded 
scenes. The method analyzes the tracklet in-
stead of optical flow or trajectories for learn-
ing semantic regions. Wang et al. [14] extract 
motion features based on Motion History Im-
age, and then detect motion patterns in dy-
namic crowd scenes. Saleemi et al. [15] pro-
pose a mixture Gaussian model representation 
of salient pattern of optical flow, and learn the 
patterns through a hierarchical and unsuper-
vised method. Zhou Bolei et al. [16] propose a 
new Mixture model of Dynamic Pedestrian- 
Agents to learn the collective behavior pat-
terns of pedestrians in crowded scenes. They 
also characterize the local spatio-temporal rela-
tionship of individuals by coherent filtering to 
detect coherent motion patterns from noisy 
 

 
 

Fig.1 Some examples of crowded scenes 

 

 

We propose a method 
to analyze motion pat-
terns in crowded sce-
nes in a completely 
unsupervised way. The 
tracklets are captured 
by tracking dense points 
according to the cha-
racteristics of crowded 
scenes. Motion pattern 
analyzing is impleme-
nted by clustering track-
lets automatically thr-
ough a hierarchical clu-
stering algorithm buil-
ding on the basis of 
graphic model. 
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 time-series data [17]. 
In above related works, motion pattern de-

tection and analysis play an important and 
basic role. Under the context of crowded ana-
lysis, the motion pattern refers to a spatial seg-
ment of the scene, within which a high degree 
of local similarity in speed as well as flow dire-
ction exist but otherwise outside [15]. Motion 
patterns not only describe the segmentation in 
the spatial space, but also reflect the motion 
tendency in a period. It can present the ten-
dency of the crowd motion at a semantic level. 

In this paper, we propose a novel approach 
to analyze motion patterns from tracklets in 
dynamical crowded scenes. According to the 
theory of Conformity Effect in psychology 
and Energy Minimization in kinetics, the indi-
viduals in crowd keep homoplasy in motion 
field, and they perform with same or similar 
properties in the same motion pattern. Based 
on this theory, we focus on detecting and ana-
lyzing motion patterns from a global perspec-
tive of the crowd. Accordingly, we make the 
following contributions on motion pattern 
analyzing for crowded analysis: 1) we collect 
tracklets by tracking dense feature points from 
the video of crowded scenes. 2) Motion pat-
terns are learned by clustering the Longest 
Common Subsequences (LCSS) of tracklets 
and the similarity between tracklets is meas-
ured thereby. 3) We conduct experiment eval-
uations on the proposed approach and achieve 
satisfactory performance. The experiments show 
reliable and robust results in analyzing motion 
patterns. Comparisons with other state-of-the- 
art approaches demonstrate the effectiveness 
of our proposed approach. 

The rest of our paper is organized as fol-
lows. In section II and III, the details of our 
approach are discussed. The section IV pre-
sents the experimental evaluations on diverse 
crowded videos. Finally in section V, we make 
the conclusion. 

II. DENSE POINT TRACKING 

Accurate and dense tracking from videos is an 

important requirement for crowded video sur-
veillance. The most popular point tracker is 
Kanade-Lacas-Tomasi Tracker (KLT) [18]. The 
method generates an image pyramid, detects 
points which have obvious structural features, 
and tracks these points across frames. Gener-
ally this method is fast and accurate, but it is 
unsuitable in crowded scenes. Only a few 
points could be tracked due to the obscure 
structural features and severe occlusions. 

It’s hard to track an individual for a long 
period in crowded scenes as the inter and in-
tra-object occlusions in crowded scene make 
the problem suffering from tracking drift and 
the situation become more serious over time. 
To deal with this case, we propose an efficient 
approach to extract tracklets in crowded sce-
nes. Inspired by Sundaram and Wang [19-20], 
we propose three constraints to track the dense 
points according to the specific properties of 
crowded scenes. We collect the tracklets by 
tracking densely sampled points using optical 
flow fields. A tracklet is a fragment of a tra-
jectory during a short period. Tracklets termi-
nate when ambiguities caused by occlusion 
and scene mass arise. 

The optical flow field wt = (ut, vt) is calcu-
lated by the classical LK optical flow algo-
rithm, where u and v are the horizontal and 
vertical speed in optical flow field is from two 
adjacent images, and wt+1 = (ut+1,vt+1) denotes 
the flow from frame t forward to t+1. 

A set of dense points is initialized at the 
beginning of the video. We initialize the points 
at every pixel because the flow field is dense 
in crowd video. Each point (ut, vt) at frame t is 
tracked forward to the frame t+1 by median 
filtering in a dense optical flow field. 

 1 1( , ) ( , ) ( * ) | ( , )t t t t t t tx y x y M w x y� �  �  (1) 

where M denotes the median kernel, and ( , )t tx y  
is the rounded position of (xt,yt). Global smoo-
thness constraints M are employed among the 
points propagation, which is more robust than 
bilinear interpolation in Ref. [19], especially 
for points near motion boundaries. 

In crowded scenes, severe occlusion occurs 
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 frequently. Tracking has to be interrupted in-
stantly as a point gets occluded. This is very 
necessary so as to avoid the point merging into 
another motion pattern. N. Sundaram et al. [19] 
propose two reliable rules to check the consis-
tency of tracking by GPU-accelerated large 
displacement optical flow. 

In a non-occlusion situation, the backward 
flow vector should keep in accordance with 
the inverse direction of the forward flow vec-
tors. If this consistency constraint is not full-
filled, the tracked point may be get occluded 
at next frame or the optical flow vectors may 
not be estimated correctly. Both possibilities 
could construct good reasons to stop tracking 
this point at t. 

 2 2 2
1 1ˆ ˆ( )w w w wD E� � � �  (2) 

where ˆ ˆ ˆ( , )w u v  denotes the flow from frame 
t + 1 back to t. As some small errors always 
occur in optical flow algorithm, a tolerance 
interval 2 2

1 1ˆ(| | | | )w wD E� � is allowed to inc-
rease linearly with the magnitude of flow vector. 

In crowded scenes, ambiguities arise at the 
boundary of the motion. The exact position of 
the motion boundary estimated by optical flow 
 

algorithm typically drifts a little. This phe-
nomenon results in the same consequences as 
the occlusion: a point drifts to the side of an-
other motion boundary and mixes in different 
motions. To avoid this defect, the third rule is 
proposed to stop the tracking: 

 2 2 2
2 2u v wD E� � � ! �  (3) 

where u�  and v�  describe the divergence of 
the optical flow vector. Crowd motion is simi-
lar to the motion of fluid, so divergence is 
employed to limit the dispersion of the crowd. 

The above three rules are established to 
track the dense points in crowded scenes. The 
dense tracklets have better quality than KLT 
tracker. The length of the tracklet is always 
short, but more reliable to reflect the ground 
truth of the crowd motion. This helps to re-
duce the disturbing factors in tracking, and 
improve the performance of the algorithm 
about motion pattern analyzing. Figure 2 shows 
the tracklets in crowded airport. Original images 
are described in Figure 2 (a-d), and tracklets 
obtained by KLT algorithm and our method res-
pectively are shown in Figure 2 (e-h) and Fig-
ure 2 (i-l). Obviously, the tracklets obtained by 

 
 
Fig.2 Tracklets in the video of airport scene (a-d) original images (e-h) tracklets by KLT tracker (i-l) track-
lets by our method 
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KLT tracker are sparse, and the noise caused 
by tiny disturbance accumulates gradually at 
the top of the image. Benefitting from our 
rules, the dense points can be tracked robustly, 
and the noise is greatly reduced. 

III. MOTION PATTERN ANALYZING 

According to the Gestalt theory of human vis-
ual perception, the main factors used in 
grouping are proximity, similarity, closure, 
simplicity and common fate (elements with 
the same moving direction are seen as a unit) 
[21]. According to this definition, “Motion pat-
tern” in our research means the spatial-tem-
poral segmentation in a video. Within the 
same motion pattern, the tracklets are close to 
each other and have similar or proximal mo-
tion direction. Motion patterns not only de-
scribe the segmentation in the spatial space, 
but also reflect the movement tendency in a 
period. In this section, our goal is to cluster 
the tracklets to analyze the motion patterns. We 
extend a novel unsupervised hierarchical clus-
tering algorithm to tracklets clustering based 
on graphic model, and the reliable similarity 
measure derived by LCSS makes the cluster-
ing method effective and robust. 

3.1 Longest common subsequence 

Previous approaches to model the similarity bet-
ween time-series include the algorithm of the 
Euclidean and Dynamic Time Warping (DTW) 
distance [22-23], which however is more sen-
sitive to noise. LCSS is an efficient alignment 
model for unequal length data, and is more ro-
bust to noise and outliers than DTW [24-26].  

The basic idea of LCSS is to match two 
time-series by allowing that not all the points 
need to be matched. Instead of one-to-one map-
ping between points, some elements in LCSS 
model can be unmatched; a point with no good 
match can be abandoned to prevent unfair 
biasing. 

Let A and B denote two tracklets with the 
size n and m respectively defined as Eq. (4) 
and Eq. (5). We also defined the sequence 
Head (A) and Head (B) as Eq. (6) and Eq. (7). 
The LCSS is defined as follows: 

 ,1 ,1 , ,{( , ), , ( , )}x y x n y nA a a a a "  (4) 

 ,1 ,1 , ,{( , ), , ( , )}x y x m y mB b b b b "  (5) 

,1 ,1 , 1 , 1Head( ) {( , ), , ( , )}x y x n y nA a a a a� � "  (6) 

,1 ,1 , 1 , 1Head( ) {( , ), , ( , )}x y x m y mB b b b b� � "  (7) 
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  (8) 
The constant H  controls the spatial match-

ing threshold, and the constant G controls how 
far in time to match a given point from one 
tracklet to a point in another tracklet. The 
LCSS( , )A B specifies the matching cost be-
tween two tracklets, and can be efficiently com-
puted using dynamic programming. 

The similarity measure between tractlet A 
and B is defined as: 

 LCSS( , )( , )
min( , )

A Bs A B
n m

  (9) 

This similarity function based on LCSS 
model allows time stretching. This satisfies 
the specific properties of crowded scenes. The 
tracklets in the same motion pattern which are 
close in space but different at time can be 
matched efficiently. 

3.2 Automatic hierarchical 
clustering method 

The classical supervised clustering algorithms 
are unable to satisfy our requirement as the 
number of motion patterns is unknown, and 
the data of tracklets is very large. A novel hi-
erarchical clustering method base on graphic 
model techniques is proposed by Minsu Cho 
et al. [27]. The algorithm makes the clustering 
automatically without pre-defined number of 
clusters, and is effective for large size of data 
set. The method originally aims at the point 
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synthetic, and we extend the algorithm to au-
tomatic tracklets clustering. 

This algorithm considers the cluster prob-
lem as a node-labeling processing on graphs. 
The procedure of clustering is constructed as 
the authority seeking on graph. 

A relational graph ( , , )G v w[  with verti-
ces v, edges [  and weights w is given based 
on a pairwise relation, reflecting the similarity 
between two components. The hierarchical 
scheme is executed to recursively aggregate 
nodes in each cluster. The authority-shift pro-
cedure is performed iteratively for each Per-
sonalized Page Rank (PPR) propagation until 
the nth order PPR converges. 

PPR score creates the authority scores with 
respect to the specific nodes, and has been 
used in topic-sensitive web search based on 
the user personalization [27]. The PageRank 
vector r satisfies the following equation: 

 (1 )T T Tr r P a vD � �  (10) 

where p refers to the transition matrix that 
follows the structure of the relational graph, 
and v expresses the probability distribution 
that the walker occasionally jumps from one 
node to another. PPR implies the authority 
score that specific nodes weight by the vector 
v, thus measuring the importance of each node 
is in relation with the other nodes. PPR pro-
pagation is defined as: 

 1PPR ( ) PPR(PPR ( ))n ni i�   (11) 

where the PPR vector is employed recursively 
for high-order personalization. Based on high- 
order PPR, the authority node i for each order 
is assigned by: 

 Auth ( ) arg max PPR ( )n ni i  (12) 

In our paper, a tracklet is constructed as a 
vertex. The links between vertices reflect the 
relationship between tracklets. The weight 
reflects the similarity between the tracklets 
discussed in Section 3.1. The graph G is pre-
sented by the weight matrix. The PageRank 
authority score can be computed by Eq. (10) 
in linear system formulation, and the minimal 
authoritative is obtained by shifting each node 
toward its authority score until it reaches the 

convergent node. 
The process of seeking authority scores on 

graph is similar to mode-seeking in the mean- 
shift algorithm. But the difference is that the 
authority-shift only needs to be formulated 
once per node without special stopping rule. 

IV. EXPERIMENT 

To test our approach on analyzing motion pat-
terns in dynamic crowded scenes, we imple-
ment experiments on some challenging video 
clips in UCF_Crowds dataset and our SJTU_ 
Crowds dataset.  

4.1 Dataset 

The UCF_Crowds dataset is constructed by 
The University of Central Florida. The dataset 
contains videos of crowds, high density of mov-
ing vehicles and bio-cells under microscopes. 
These videos are collected mainly from the 
BBC Motion Gallery and Getty Images website. 

The SJTU_Crowds dataset is designed to 
facilitate the research about crowd analysis. 
While the research about crowd analysis has 
become active in recent years, few available 
large and public datasets about crowd in com-
munity can be obtained. It is partially the rea-
son why we collect our SJTU_Crowds dataset. 
This dataset is different from the UCF_Crowds 
dataset in densities, motions, scenes, and so on. 

The UCF_Crowds dataset is collected in a 
square of Shanghai Jiao Tong University cam-
pus. The crowd videos are captured by a cali-
brated camera with a resolution of 1 024*768. 
The frame rates of the video system are 30 Hz. 
This database includes 40 sequences of dynamic 
crowded scenes. Each scene describes diff-
erent motions of crowded people. These sce-
nes include various motion patterns of crow-
ded people, such as splitting, merging, inter-
secting, crossing, linear motion, curvilinear mo-
tion, circular motion, emergency collection, 
evacuation, etc. We will public this SJTU_ 
Crowds dataset later. 

4.2 Experiment 

We conduct experiments on typical videos in 
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 UCF_Crowds dataset, which are usually used 
to evaluate the performance of the algorithm 
about crowded scenes analysis. And we also 
implement experiments in our SJTU_Crowds 
dataset. We compared our method with the 
hierarchical clustering method based on clas-
sical KLT algorithm. We also compare our 
approach with the state-of-the-art proposed in 
Ref. [11].  

The values we used for , , ,D E H G  are clea-
rly dependent on the application and the data-
set. For most datasets, we discover that setting 

1D  between 0.05 and 0.07, 1E  between 0.01 
and 0.02, 2D  between 0.1 and 0.2, 2E  bet-
ween 0.001 and 0.005 is better. 

The experimental results are shown in Fig-
ures 3 and 4. A video in a large market with 
complex and high density crowded is de-
scribed in Figure 3 (a-d). Thousands of people 
and several buses are moving in the market. 
Individuals cannot be discriminated due to the 
similar appearance, especially occlusion with 

small size. In this case, it is difficult and also 
unnecessary to distinguish individuals. The 
tracklets become denser with the increase of 
time, and the noise is gradually wakened. This 
help to capture the persistent motion pattern of 
crowd. Four main motion patterns are detected, 
which are marked in different color in Figure 
3 (i-l). We are encouraged that the small mov-
ement colored in green which is surrounded 
by another large movement marked in blue is 
detected accurately. 

In unstructured scene, individuals move 
according to the social psychology. The dom-
inant path which individuals move along can 
be analyzed through the motion patterns. We 
infer the four main paths in Figure 5 (b) by the 
motion patterns in Figure 5 (a). 

The videos of five queues are shown in 
Figure 4 (a-e). As can be seen from the results, 
the tracklets reflect the reliable movement 
information of the queues in Figure 4 (f-j). It 
seems difficult to detect motion patterns while 

 

 
 
Fig.3 The results of market video (a-d) original images (e-f) tracklets (i-l) motion patterns (m-p) main paths 
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Fig.4 The results of five queues video (a-e) original images (f-j) tracklets (k-o) motion patterns (p-t) main 
paths

the individuals in different queues move close 
to others. However, the motion patterns are 
detected precisely in Figure 4 (k-o). The main 
paths are generated by the motion patterns in 
Figure 6. 

In order to evaluate the performance of our 
algorithm, we select six typical videos on both 

Fig.5 Main paths of market video (a) motion pat-
terns (b) main paths 

Fig.6 Main paths of five queues video (a) motion 
patterns (b) main paths

datasets. We compare our results with the 
ground truth and other methods. The ground 
truth is manually marked from the videos. The 
comparisons about the number of motion pat-
tern detected by different methods are shown 
in Figures 7 and 8. 

Fig.7 The performance evaluation on UCF_Crowds dataset  
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Fig.8 The performance evaluation on SJTU_Crowds dataset  

From the comparisons, we can see that the 
results of our method are accordant with the 
ground truth in most cases. The advantages of 
our method are significant. One major reason 
is that the tracklets we proposed can extract 
the valuable crowd motion information. Mean-
while, the noise can be weakened with the 
increase of time. This helps to provide reliable 
features for the detecting process. Also, the 
similar measure based on LCSS provides a 
good distance measurement for unequal length 
data. 

V. CONCLUSION

In this paper, we propose an unsupervised 
method to analyze motion patterns in dynamic 
crowded scenes. We track dense points under 
three rules through LK optical flow algorithm. 
And then the motion patterns are analyzed by 
the automatic hierarchical clustering algorithm 
with LCSS criteria. The experiments are con-
ducted on some challenging videos in UCF_ 
Crowds dataset and our SJTU_Crowds dataset, 
and the results demonstrate the effectiveness 
of our method.  

We plan to investigate more effective prop-
erties about the crowd, and further use this 
research for motion analyzing and scene un-
derstanding in crowded scenes. 
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